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We present a measurement of the top pair production cross section in pp̄ collisions at 1.96 TeV,
with an integrated luminosity 347 pb−1 at the CDF experiment on the Fermilab Tevatron. We use
a neural network technique to discriminate between top pair production and background processes
in a sample of 936 events with an isolated, energetic lepton, large missing transverse energy and
three or more energetic jets. We measure the top pair production cross section to be σtt̄ = 6.0 ±
0.8(stat) ± 1.0(syst) pb for a top mass of 178 GeV/c2.
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I. INTRODUCTION

Since the discovery of the top quark [1], experimental attention has turned to the examination of its properties.
Within the context of the Standard Model, in pp̄ collisions top quarks are produced in pairs through the strong
interaction, via qq̄ annihilation (85%) and gluon fusion (15%) at

√
s = 1.96 TeV. Recent theoretical calculations

constrain the top pair production cross section with an uncertainty of less than 15% [2, 3]. The top quark is expected
to decay to a W boson and b quark nearly 100% of the time. The W boson subsequently decays to either a pair of
quarks or a lepton-neutrino pair. Measuring the rate of the reaction pp̄ → tt̄ → `ν̄`qq̄′bb̄, the lepton+jets channel,
tests both the production and decay mechanisms of the top quark.

This note describes a measurement of the top pair production cross section in the lepton+jets channel at
√

s =
1.96 TeV. We develop a neural network technique to maximize the discriminating power from kinematic and topological
variables. The sensitivity of the neural network technique is comparable to that for the traditional CDF secondary
vertex b-tag method [4], which suppresses the dominant background from W+jets at a cost of a 45% loss in signal
efficiency. This kinematic method then allows us to check the assumptions in the b-tag method and test the modeling
of signal and background processes with higher statistics. An excellent understanding of top pair production and
W+jets background kinematics will be required for the searches for single top production, the Higgs boson and new
physics signatures at both the Tevatron and the future LHC.

II. DATA SAMPLE AND EVENT SELECTION

This analysis is based on a sample of integrated luminosity of 347 pb−1 collected with the CDF II detector between
March 2002 and August 2004. The CDF detector is described in detail in [5]. The data are collected with an inclusive
lepton trigger that requires an electron or muon with ET >18 GeV (PT >18 GeV/c for the muon). From this inclusive
lepton dataset we select offline events with a reconstructed isolated electron ET (muon PT ) greater than 20 GeV,
missing ET >20 GeV and at least 3 jets with ET >15 GeV. If the /ET is below 30 GeV, we require in addition that
the angle between the /ET and the highest ET jet in the transverse plane, ∆φ, be greater than 0.5 and less than 2.5
radians.

A. tt̄ Acceptance

The total acceptance is measured in a combination of data and Monte Carlo. The geometric times kinematic
acceptance of the basic lepton+jets event selection is measured using the PYTHIA Monte Carlo program [6]. A top
mass of 178 GeV/c2 is used for the acceptance determination. The efficiency for identifying the isolated, high PT

lepton is scaled to the value measured in the data using the unbiased leg in Z-boson decays. The geometric times
kinematic acceptance, is estimated to be 0.0404 ± 0.0034 for central electrons, 0.0217 ± 0.0018 for central muons and
0.0091 ± 0.0008 for forward muons, where the error includes statistical and systematic effects. Table I summarizes
the observed number of data events and the expected number of tt̄ events.

Jet multiplicity W → eν W → µν Total Expected tt̄

0 jet 193546 155110 348656 0.4
1 jet 16776 12804 29580 6.7
2 jets 2593 1880 4473 35.7
3 jets 445 281 726 69.1
≥4 jets 130 80 210 80.5

TABLE I: The observed number of W candidate events and the expected number of tt̄ events, assuming a theoretical cross-
section of 6.1 pb at a top mass of 178 GeV/c2.

B. Backgrounds

The dataset selected above, called “lepton+jets”, is dominated by QCD production of W bosons with multiple jets.
Much theoretical progress has been made recently to improve the description of the W+jets process, with leading-order
matrix element generators now available to describe the parton hard scattering for processes with a W and up to six
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Jet multiplicity W → eν W → µν Total
≥ 3 jets 5.5% ± 0.6% 1.9% ± 0.3% 4.6% ± 0.4%
≥ 4 jets 6.9% ± 1.9% 1.6% ± 0.8% 5.1% ± 1.1%

TABLE II: The fraction of multi-jet background in the W+jets data sample as a function of jet multiplicity.

additional partons in the final state. We use the ALPGEN [7] matrix element generator, convoluted with the CTEQ5L
parton distribution functions [9]. We require parton pT ≥ 8 GeV/c, |η| ≤ 3.0 and minimum separation ∆R ≥ 0.2 for
u, d, s and g partons. We have verified that the shapes of the kinematic distributions used in our kinematic analysis
are not sensitive to these values. We choose a default momentum transfer scale of Q2 = M2

W + Σip
2

T,i for the parton
distribution functions and the evaluation of αs, where pT,i is the transverse momentum of the i-th parton. We use
the HERWIG parton shower algorithm to evolve the final state partons to colorless hadrons. For this analysis, we use
the W + n parton ALPGEN+HERWIG Monte Carlo to model the W+ ≥ n jet final state, where we rely on gluon
radiation in the parton shower algorithm to adequately model the higher jet multiplicities.

The other substantial background in this analysis comes from events without W bosons. These events are typically
QCD multi-jet events where one jet has faked a high-pT lepton and mis-measured energies produce apparent /ET . We
model the kinematics of this background by using those events that pass all of our selection requirements except lepton
isolation [10]. We estimate the rate from the number of such events multiplied by the ratio of isolated to non-isolated
lepton events with /ET below 10 GeV. The distributions of /ET and the azimuthal angle between the /ET and the most
energetic jet, ∆φ, are shown in Figure 1 for our model of the multi-jet background, the W+jets background and the
tt̄ signal Monte Carlos. We reduce the systematic uncertainty from the modeling of this background by requiring that
the /ET is not parallel or anti-parallel to the direction of the highest ET jet for events with /ET below 30 GeV. This
reduces the multi-jet background by 50% at a cost of only a 5% loss in acceptance for signal tt̄. Table II lists the
fraction of events from multi-jet processes as a function of the jet multiplicity.
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FIG. 1: Observed /ET vs ∆φ distribution for non-isolated electrons and muons in events with 1 jet and expected for tt̄ PYTHIA
and and W+ ≥ 3 jets ALPGEN+HERWIG Monte Carlo.

III. CROSS SECTION MEASUREMENT METHOD

A comparison of the observed data events with the expected number of tt̄ signal events in Table I indicates the
expected signal to background ratio is about 1:5 and 1:1.5 in the W+ ≥3 jets and W+ ≥4 jets samples respectively.
At such low signal purities, the sensitivity to top pair production from the observed number of events alone is



4

eradicated by the 30-50% uncertainty on the leading-order theoretical prediction for W+jets background. Other CDF
measurements of the top pair production cross section have used b-tagging, with 55% signal efficiency, to improve the
signal-to-background ratio to 2:1 and 3:1, in the W+ ≥3 jets and W+ ≥4 jets respectively, and also use the more
accurate prediction for the fraction of W+jets containing heavy flavor.

This analysis instead exploits the discrimination available from kinematic and topological variables to distinguish
top pair production from background. Due to the large mass of the top quark, top pair production is associated
with central, spherical, energetic events with different kinematics from the predominantly lower energy background
processes. We consider separately two background components: W -like, that is the sum of the contributions from
W+jets and other electroweak processes, and multi-jet QCD processes. To maximize our discriminating, power we
use an Artificial Neural Network (ANN) technique [11]. ANN’s employ information from several variables while
accounting for the correlations among them.

We perform a binned likelihood fit to the discriminating variable and find the most likely number of events from tt̄
production, ntt̄:

L(ntt̄, nw, nq) = ΠNdata

i=1

enindi

i

di!

where ntt̄, nw, nq are the parameters of the fit, representing the number of tt̄, W -like and multi-jet events respectively
present in the sample. Moreover, the expected number of events in the i-th bin is ni = (ntt̄Ptt̄,i + nwPw,i + nqPq,i),
where Ptt̄,i, Pw,i, Pq,i are the probability of observing an event in bin i from tt̄, W -like and multi-jet processes. By
zi is denoted the number of observed data events that populate the i-th bin. The level of the multi-jet background,
nq is fixed to that expected from Table II.

We convert the fitted number of tt̄ events into the top pair production cross section, σtt̄, using the acceptance
estimate εtt̄, including the branching ratio for W → `ν, and the luminosity measurement, L, thus:

σtt̄ =
ntt̄

εtt̄L
(1)

A. Neural Network

We considered a set of 20 variables, defined in Table III with good signal-background separation potential. The
performance of each single variable is tested a priori by constructing simulated experiments using Monte Carlo
generated event samples.

For the inputs of the ANN, we considered a large number of combinations of variables that can be drawn from this
20-variable set. The ANN is a feed-forward perceptron with one intermediate (hidden) layer and one output node.
For training, we use 5000 PYTHIA tt̄ and 5000 ALPGEN+HERWIG W+jets Monte Carlo events and require an
output of 1.0 for tt̄ signal and 0.0 for W+jets background. Other sources of background are not considered during the
training process. For each combination, the weights of the network are adjusted to minimize a typical mean squared
error function:

E =
1

N

N∑

i

(Oi − ti)
2

where Oi is the output of the network for the input event i and ti is the desired target value. The target values are 1.0
for signal and 0.0 for background events. Learning is an iterative process and we use an independent testing sample of
1900 PYTHIA tt̄ and 1900 ALPGEN+HERWIG W+jets Monte Carlo to evaluate the ANN performance and choose
when to stop training. There are many algorithms one could use for adjusting the weights in order to produce an
optimized network [12]. For this particular problem we obtained satisfactory results by using the default JETNET
back-propagation training method with a term added to the error function in order to discourage large weights. After
training was completed, an independent validation sample was used to check the quality of the training.

The performance of each neural network is tested a priori by again constructing simulated experiments, where we
simply treat the output of the ANN as another, better, discriminating variable. Figure 2 shows the expected statistical
and systematic error on the signal fraction in different networks as a function of the number of input variables. The
number corresponding to 1 input was obtained from fitting the HT shape. We choose a 7 input ANN as a compromise
between simplicity and good performance. The variables of choice are: the total transverse energy, HT , the event
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Variable Definition
HT Scalar sum of transverse energies of jets, lepton and /ET .

Aplanarity 3/2Q1

Σpz/ΣET Ratio of total jet longitudinal momenta to total jet transverse energy.
min(Mjj) Minimum di-jet invariant mass

ηmax Maximum η of jet.
Σ5

i=3ET,i Sum ET of third, fourth and fifth jets.
min(∆Rjj) Minimum di-jet separation in η and φ.
Σn

i=1ET,i Sum ET of all jets.
/ET Missing transverse energy.

Sphericity 3/2(Q1 + Q2)
Mevent Invariant mass of jets, lepton and /ET .

Σ3

i=1Mjj Sum of di-jet invariant masses.

Ej1

T ET of jet with highest ET .

Ej2

T + Ej3

T Sum of ET of jets with second and third highest ET .
Mrec

W Reconstructed hadronic W mass
Ση2 Sum of η2 of jets with highest ET .

∆Φlm Azimuthal angle between lepton and /ET .

Ej2

T ET of jet with second highest ET .

Ej3

T ET of jet with third highest ET .

Ej1

T + Ej2

T Sum of ET of jets with first and second highest ET .

TABLE III: Definition of variables considered in this analysis. The momentum tensor of the event is formed from the lepton,
/ET and the ET of the five highest ET jets. The eigenvalues are ordered such that Q1 ≤ Q2 ≤ Q3.

aplanarity, minimum di-jet mass, maximum jet rapidity, minimum di-jet separation, the sum of transverse energy for
all jets beyond the third jet, the ratio between jet longitudinal momenta and the jet transverse energy. Finally, in the
range of 1-10 nodes in the intermediate layer, there is a slight minimum for 7 hidden nodes. The 7-7-1 configuration
of nodes corresponds to 64 free parameters adjusted during training.
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FIG. 2: Expected statistical and systematic errors for different ANNs.

IV. SYSTEMATIC UNCERTAINTIES

Systematic uncertainties in this analysis come from Monte Carlo modeling of the geometrical and kinematic accep-
tance for signal, the luminosity measurement, and from modeling of the kinematic shapes for signal and background.
The list of the systematic uncertainties we have considered is summarized in Table IV.

The largest source of systematic uncertainty comes from the hard scattering scale used in the Monte Carlo descrip-
tion of the W+jets background. The next largest source comes from the uncertainties on the jet energy corrections
for different calorimeter response (as a function of η), the absolute hadron energy scale, and fragmentation etc. This
affects simultaneously five of the seven kinematic variables used in the ANN analysis. The uncertainty from the multi-
jet background shape is estimated by using an alternative model from identified conversions in the data. The initial
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and final state radiations (ISR and FSR) uncertainties are estimated using the PYTHIA [6] Monte Carlo samples
in which QCD parameters for parton shower evolution are varied based on the studies of the CDF Drell-Yan data.
For the parton distribution functions, we compare two set of MRSTs for different ΛQCD values, and the difference in
CTEQ and MRST PDF groups. The modeling of the lepton identification efficiency in events with multiple jets is
an additional source of systematic uncertainty on the acceptance. We use a data to Monte Carlo scale factor that is
taken from inclusive Z data and Monte Carlo which is dominated by events with no jets. A 5% systematic uncertainty
on this scale factor is estimated by convoluting the scale factor measured as a function of ∆R between the lepton and
the nearest jet with the ∆R distribution of leptons in tt̄ events with 3 or more jets. The luminosity of 347 pb−1 has
an uncertainty of 5.8%, of which 4.2% comes from the acceptance and operation of the luminosity monitor and 4.0%
from the calculation of the total pp̄ cross section [13].

Source ANN (%)

Jet Energy Scale 8.3
W+jets Background 10.2
QCD Background 1.3
tt̄ generator 2.6
tt̄ PDF 4.4
tt̄ ISR/FSR 2.2
Lepton ID 5.2
Luminosity 5.8
Total 16.4

TABLE IV: Systematic uncertainty.

V. RESULTS

For tt̄ events in 3 or more jets, we measure a cross section with the artificial Neural Network technique of:

σtt̄ = 6.0 ± 0.8 ± 1.0 pb

where the first uncertainty is statistical and the second is systematic. Restricting the analysis to the 4 or more jet
bin gives a cross section of 6.1 ± 1.1 ± 1.4 pb from ANN. These results are in good agreement with the theoretical
prediction of 6.1 pb for a top mass of 178 GeV/c2.

Figure 4 shows the ANN output for those events with two or more identified Secondary Vertex b-tags in the W+ ≥3
jets data sample, where the signal to background ratio is expected to be 5:1. This clearly demonstrates that the ANN
is selecting tt̄ events.

Sample Data Events Fitted tt̄ Events tt̄ cross-section (pb)
W+ ≥ 3 jets 936 148.2 ± 20.6 6.0 ± 0.8 ± 1.0
W+ ≥ 4 jets 210 80.9 ± 15.0 6.1 ± 1.1 ± 1.4

TABLE V: Number of observed data events, fitted tt̄ events with statistical error only and measured tt̄ cross section with
statistical and systematic error. This table gives the results measured for a top mass of 178 GeV/c2.

The measured cross section depends on the assumed top mass because both the tt̄ acceptance and the shape of the
tt̄ neural net template change as the top mass changes. The results given above are for a top mass of 178 GeV/c2.
Using Monte Carlo samples generated with different top masses, we can determine the dependence of this result on
the top mass. This dependence is shown in figure 6. For a top mass of 175 GeV/c2, we get a measured cross section
of 6.3 ± 0.8 ± 1.0 pb. For a top mass of 173.5 GeV/c2, we get a measured cross section of 6.5 ± 0.8 ± 1.0 pb.
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FIG. 3: Observed ANN output distribution versus fit result for W+ ≥3 jet events.
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